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3.3.2 LTSK1 
Atmospheric Correction and Reflectance Algorithm 
 

A.  Algorithm Outline 
(1)  Algorithm Code:   LTSK 1 
(2)  Product Code:              ACLC 
(3)  PI names:                    G18  Dr. Alfredo Huete 
(4)  Overview of algorithm (Standard level) 

Algorithm objectives 
 
The algorithm has the following objective:   
 

To atmospherically correct the composited, normalized radiances for "Rayleigh scattering and 

ozone absorption" on a per-pixel basis. 
 

B.  Theoretical Description 

(1)  Methodology and Logic Flow 

 A general flowchart describing atmosphere correction is presented in figure 1. 

Atmospheric correction is performed after the temporal mosaicking to reduce processing loads 

and disk space as only one image is processed every composite period (16-day).  Rayleigh 

scattering and ozone absorption are corrected with the assistance of ancillary data provided by 

GAIT, such as the TOVS data set and GTOPO30. Much of the computation during atmospheric 

correction requires intensive CPU time due to floating point processing.  
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Figure 1: Flow diagram for the Atmospheric Correction and Reflectance Algorithm(LTSK1). 
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(2)  Physical and Mathematical Aspects of the Algorithms 

Atmospheric Radiative Transfer Modeling Algorithm 

2.1  Introduction 

We developed a set of computational procedures to fully solve for the radiation field at 
any arbitrary level within a planetary atmosphere. The polarization and intensity of the scattered 
light can be determined as functions of normal optical depth and viewing angle for varying 
mixtures of gaseous, aerosol and Rayleigh components. 

There has been heightened awareness, especially in the last several years, of the crucial 
role that haze and clouds play in the complicated, coupled processes governing the Earth’s 
atmospheric energy budget. Therefore, the need for detailed models that fully account for the 
transfer of visible and infrared radiation in the presence of small particles is particularly urgent.  
It is now becoming recognized that there is a definite involvement of both anthropogenically 
produced gaseous compounds and naturally occurring aerosols (via volcanic eruptions) in 
altering the chemical and radiative structure of the stratosphere and upper troposphere. 

Although the scientific literature abounds with treatises which give many detailed 
formalisms for finding either the intensity or polarization (or sometimes both) of the sunlit sky in 
ideal circumstances, attempts to merge the mathematical complexities of polarized Rayleigh and 
Mie multiple scattering for real planetary atmospheres have been reported far less often. The 
current attempt to construct a reliable methodology for a complete calculation of both the 
intensity and polarization of light in an actual atmosphere should be a practical aid to those 
workers in climatology, i.e., who might like some guidelines in the area of computational 
radiative transfer. 

2.2  Multiple Scattering with Polarization 

• Methodology 

The well-known radiative transfer equation (RTE) formulated by Chandrasekhar (1960) 
serves as the starting point for our investigations. In its integro-differential form it is written as: 

µ
τ µ φ
τ

τ µ φ τ µ φ
dI

d
I J

( ; , )
( ; , ) ( ; , )= −  

 

In our treatment of the problem, the intensity I (photons cm-2 sec-1 sr -1) is a 4-element vector, the 
Stokes vector, defined as: 

I I I I I U Vl r l r( ; , ) ( , , , ),τ µ φ = + −  
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where Il and Ir are the components of the polarized intensities oriented parallel and perpendicular 
to the scattering plane. The parameter U is associated with the angle between the maximal 
electric field vibration direction and the plane of scattering, while V provides a measure of the 
degree of elliptical polarization of the wave. The usual phase function is replaced by a 4 x 4 

phase matrix, P
~

.  The intensity of the incident unattenuated solar beam (F0) is normalized to 
unity, and is equal to (1,0,0,0) for unpolarized light. The vertical optical depth is given by τ. At 
the top of the atmosphere τ = 0. The quantity ω, a function of optical depth, is the single 
scattering albedo. The cosine of the observation zenith angle is designated as µ.  The azimuth 
angle of the observations is φ. 

The second quantity on the right-hand side of the RTE is the so-called source function, which in 
our vectorial representation is given by: 
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The second term on the right-hand side of this expression is recognized as the contribution to the 
source function arising from single scattering of the direct solar beam. It is to be noted that µ0 is 
always intrinsically negative in these formulations. 

• Rayleigh Phase Matrix 

Written in terms of the scattering angle (θ), which is the angle between the scattered ray 
and the direction of the incident solar beam, the phase matrix for Rayleigh scattering is: 

PRay

~
( )

( cos ) sin

sin ( cos )

cos

cos

θ

θ θ

θ θ

θ

θ

=

+ −

− +



























3
4

1
3
4

0 0
3
4

3
4

1 0 0

0 0
3
2

0

0 0 0
3
2

2 2

2 2

 

 

• Particle Phase Functions and Matrices 

In general, the phase matrix for an ensemble of spherical aerosol particles can be written in 
the form: 
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• Necessary Transformations for Handling Polarization  

Two successive mathematical rotation operations on the scattering phase matrices need to be 
applied so that the resultant Stokes intensity components will be properly referenced to a 
coordinate system defined by the meridian plane. It is desirable to do this even in the case of 
single scattering, and absolutely imperative that it be done for the multiple scattering problem. 

Liou (1980) presents a lucid explanation of the steps to follow. The resultant phase 
matrix referred to the meridian plane is: 

P L i P L i
~
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where the rotation angles are i1 and i2 . The matrix L
~

 gives the Stokes parameters in our 
new primed system. We have: 

(I ,Q ,U ,V )= L( )(I,Q,U,V)
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The angle ψ can be found in Hansen and Travis (1974). 

2.3  Description of the Gauss-Seidel Iteration Technique 

For an arbitrary set of linear equations, Gauss-Seidel (G-S) iteration provides a powerful 
and relatively rapid means of obtaining an accurate solution to the algebraic system. Its main 
distinguishing feature is that the most recently calculated value of an unknown from the previous 
step is used to update the value of the variable in the new step. In any application of G-S , an 
initial estimate of the unknowns must be made. One notable example of the earliest use of G-S in 
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radiative transfer problems is the work of Herman and Browning (1965). The procedure we 
follow is patterned directly after their treatment. The atmosphere is divided into a number of 
layers each of optical depth ∆τ. Working with the integrated radiative transfer equation written in 
central differencing notation, we begin to march downward from the top of the atmosphere (τ=0) 
to the bottom (τ = τT), solving for the individual Stokes parameters at every level (L) for a pre-
selected set of observation directions specified by the pair (µ,φ). The governing equation for the 
downward traverse is: 

I I e e JL L i+ − − −≈ + −1 1 2 21( ; , ) ( ; , ) ( ) ( ; , )/ /τ µ φ τ µ φ τ µ φτ µ τ µ∆ ∆
 

with Ji being the average source term (a 4-element vector in our polarized rendition) within layer 
i. Recall that it is given as: 
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A 2-point boundary condition applies to this problem so that there is no downward diffuse 
intensity at the top of the atmosphere nor any upwardly directed contribution at the bottom. 
When the bottom of the atmosphere is reached, a completely analogous equation, with µ changed 
to -µ, is written for the upward traverse, namely: 

I I e e JL L i− + − −≈ + −1 1 2 21( ; , ) ( ; , ) ( ) ( ; , )/ /τ µ φ τ µ φ τ µ φτ µ τ µ∆ ∆
 

The last computed downward intensity is used in the calculation of the first upward intensity. 
Though no actual convergence criteria were specified in the development and testing of the 
codes, it became apparent that virtually constant values of a sufficient set of diagnostic 
intensities were achieved quite quickly for small total optical depths. In most instances only a 
few iterations were required for a well-converged solution. For each cycle in the march through 
the atmosphere, an energy conservation test is applied, i.e., we must require that the total incident 
solar flux balance the scattered flux emerging from the top of the atmosphere plus the flux 
transmitted to the ground. For a wide range of simulations we were able to conserve more than 
99 percent of the flux. 

2.4  Verification of Rayleigh Multiple Scattering Calculations 

 

What pattern should be expected for the variation in the intensity and degree of 
polarization (DP) across the entire sky, or even in a sweep along a given meridian plane, in a 
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pure Rayleigh atmosphere? To answer that question it is imperative that a correct relationship be 
written which will give an unambiguous value of DP. Only in the plane of the sun’s vertical (i.e., 
the plane containing the center of the solar disk, the point of observation and the zenith) is the 
degree of polarization given by: 

 

The sun vertical plane contains more information regarding polarization than any other meridian 
plane across the sky. Away from the sun’s vertical plane, the proper expression for the 
polarization is: 

 

As an initial test of our G-S iterations, we show in figure 2 a direct comparison to some 
graphs transcribed from the work of Coulson (1988), for both high and very low sun elevations. 
His treatment was an exact one, employing Chandrasekhar’s X and Y functions. The agreement 
of our model with Coulson’s calculations is good considering that only a medium-resolution 
angular grid was used in the initial development of our G-S codes.  In all instances in our 
analyses, the layer optical depth was kept at about ∆τ = 0.02. For the visible and near-IR 
wavelengths, the number of layers needed in our model therefore was fairly small (between 5 
and 10). In every case, the number of iterations necessary to achieve good convergence was 
either 3 or 4. 
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Figure 2. Polarization in the sun's vertical plane for a pure Rayleigh atmosphere. Comparison of 
DXK Gauss-Seidel model with the calculations of Coulson (circles). Two different solar zenith 
angles (sza) are indicated. 

2.5  Mie Multiple Scattering 

Whereas the phase function for scattering in a clean, Rayleigh atmosphere is readily 
expressed, and is proportional to cos2θ + 1, the same thing cannot be said for its aerosol 
counterpart. Even if the refractive indices, chemical composition, sizes, and number densities of 
the atmospheric particles were known exactly, the radiative transfer problem for haze and clouds 
remains very difficult owing to uncertainties in accounting for non-sphericity of the particles and 
handling their forward scattering diffraction peaks. 

Execution of an equivalent version of the Gauss-Seidel routines used for the molecular 
atmosphere is now performed for a collection of spherical particles. The Mie phase matrix 
elements are found from interpolation within a subroutine provided by Lacis (1990). Only the 
elements P11,P12, P33, and P34 are needed. These 4 quantities along with 4 other non-zero values 
obtained from the former, comprise the matrix that operates on (I, Q, U, V), the Stokes vector 
itself. When the multiplication is done on (Il,Ir,U,V), the vector used in the Rayleigh multiple 
scattering procedure, a transformed matrix consisting of only 6 non-zero elements results. 
Bohren and Huffman(1983) explicitly provide the relationships to go from one system of 
polarized intensities to the other. The 2 new elements in the (Il, Ir,U ,V),  system are: P’

11 = P11 + 
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P12 and P’
22 = P11 - P12. In the new system P’

12= P’
21 = 0. With P

~

Mie(θ) thus formed, P
~

Mie 
(µ,µ’,φ,φ’) is then found by way of the rotations described previously. 

First we need to verify the reliability of our model for a situation with only particles 
present. A good test case is that presented by Hansen (1971). Using a standard Γ distribution for 
a collection of liquid water cloud drops having a particle effective radius a = 6 µm, variance b = 
0.111, real part of the refractive index nr = 1.29, and imaginary part ni = 3.04 x10-4 , we have 
simulated the polarization of the light reflected from such a cloud, where the total optical depth 
is 0.25. Normally incident sunlight is assumed (i.e., µ0 = -1.0). The wavelength is λ = 2.25 µm. 
Comparison of our Gauss-Seidel calculated DP values with those from the doubling-adding 
method of Hansen is made in figure 3. 

We can also check to see if our computed intensities for the “particle-only” ensemble are 
consistent with those determined by an independent method. To do this, we ran a doubling-
adding code adapted from Tomasko and Doose (1989). We chose the same wavelength and 
optical constants that were used in the preceding comparisons to Hansen’s water drop 
simulations. We selected a particle effective radius equal to the wavelength. In that case there 
should be very little difference in the retrieved intensities found from a scalar model compared 
with those from a polarized treatment. We elected to run the full polarization version of our code. 
figure 4 displays the transmitted intensities in the solar vertical for φ = 0o obtained with the 2 
methods for the specified input. 
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Figure 3. Polarization of near-IR radiation (λ = 2.25 µm) reflected by a cloud (τ= 0.25) of water drops (n = 1.29 + 0.000304i ) 

for perpendicular incidence. Comparison of DXK G-S model (solid curve) with Hansen's doubling-adding method (crosses) using 

a Standard Γ cloud drop size distribution with a = 6 µm and b =0.011. 

 

Figure 4. Transmitted intensities in the solar vertical with adaptation of doubling-adding code from Tomasko and Doose (filled 

dots) versus DXK G-S model (diamonds) using the following input parameters: τ Mie = 0.50, λ = 2.25 µm, a = 2.25 µm, b = 

0.03 (from standard Γ distribution), n = 1.29 + 0.000304i, and  µ0 = -0.8. In the present Gauss-Seidel simulation , 5 iterations 

were performed using 25 model atmosphere layers. 
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2.6  Spectral Transmittance through Gases 

The mathematical complexities outlined in the foregoing discussion of radiative transfer 
theory have entailed problems almost exclusively relating to scattering, either by air molecules or 
by aerosols. In contrast, the basic process of absorption of electromagnetic radiation is not nearly 
so difficult to incorporate in the solution of the full RTE. Nonetheless, some caveats must be 
given. Because the spectral variation of absorption coefficients for gaseous constituents is a 
highly oscillating function of wavelength, an uncritical, inadvertent use of a simple exponential 
decrease in spectral transmittance with the linear increase of absorber amount will almost 
certainly lead to an erroneous assessment of the average spectral transmittance through the gas. 
So often though, for a variety of reasons relating to expediency, just such a naive tack is 
followed, whereby the simple Lambert law of attenuation, viz., Tλ = exp(-koλu) is applied 
typically to some smoothed value of the molecular absorption coefficient (koλ) and multiplied by 

the absorber optical path (u). A preferred procedure is to either use a complete line-by-line 
spectral integration approach, routinely done by numerous workers who tie into databases like 
HITRAN, or to set up some type of exponential sum fitting of transmittances (ESFT) scheme in 
order to accomplish the stated task of ascertaining a proper average spectral transmittance. One 
quite recent example of this latter approach can be found in Appendix 1 taken from Kerola et al. 
(1997). 

2.7  Preliminary Computation of Ozone Optical Depths 

As an initial “placeholder” kind of calculation of spectral line optical depths of O3 to be 
used in the first phase of the GLI atmosphere correction tasks, use is made of the low-resolution 
absorption coefficients reported by Leckner (1978) and re-tabulated by Iqbal (1983). Until our 
Terrestrial Biophysics Remote Sensing Group (TBRS) can fully implement its Science 
Computing Facility (SCF), hopefully to be accomplished in early 1998, the use of the HITRAN 
database to calculate ozone transmittances will be precluded owing to its very large size ( ≈ 0.5 
GBytes). Attempts to explore the viability of an ESFT-style procedure will possibly be made at 
the start of the second period. The dilemma in constructing an ozone-adapted ESFT technique is 
the requirement that laboratory measurements of O3 transmittances for a variety of path lengths 
and relevant wavelengths must be available. It is not clear at this juncture whether those kinds of 
data can be acquired. 
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2.8  Use of Full Radiative Transfer Methods to Perform Atmosphere Correction For 
Satellite Remote Sensing of Earth by the Global Imager (GLI) 

• Basic Picture of Global Atmospheric RT 

figure 5 is a depiction of how we can construe the fundamental problem at hand; namely, how do 
we envision setting up viable and yet rigorous computational procedures along with associated 
templates of input data pertinent to atmospheric physical properties (ANC) as well as satellite 
real-time orbital information (GAC).  

Figure 5. Basic schematic showing the strategy for generating atmospherically-corrected global-
scale maps of surface reflectance. In the actual modeling, the 2- way ozone transmittance factor 
(Tg O3) is applied after the Gauss-Seidel iterations are performed on the “Rayleigh-only" 
component of the atmosphere. 
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The plan is tantamount to the placement (e.g. co-georegistration) primarily of 2 distinct input 
data layers (which together account for both the stratospheric ozone spectral absorption and the 
altitude adjustment of the magnitude of Rayleigh scattering for the individual pixels in the GAC 
scenes. 

• Calculation of First-order Surface Reflectances 

In the customary tradition of Earth remote sensing, the spectral radiances obtained by exercising 

the adopted RT code can be expressed as a bi-directional reflectance, given as: 

 

where the calculated spectral intensity (called radiance typically by the terrestrial community) is 
a function of the optical depth (τ ), the zenith direction of view ( µv), and the relative azimuth 
angle between sun and sensor (∆φ). In this expression, µv is solar zenith direction and F0 is the 
input solar radiance. It is to be noted that in all the formulations given in section 2 of this 
presentation the incident sunlight is expressed explicitly as a radiance per se, whereas many of 
the forms appearing in the literature will use the solar astrophysical flux (given by π∗F0 ). 

We can proceed then to write a straightforward relationship giving the normalized 
radiance (ρ* ) measured at the top of the atmosphere (TOA) by the satellite detectors. We have: 

 
Neglecting the non-linear coupling between the atmosphere and ground, we see that the 
reflectance of the atmosphere per se is ρa , the reflectance by the surface is ρ, with Tr and TgO3 

being the two-way spectral transmittance functions, respectively, for the Rayleigh component of 
the atmosphere and for the gaseous component, which, in our initial correction procedures only 
will entail stratospheric ozone absorption. In terms of the fundamental input parameters in our 
model, these transmittance functions are: 
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where τRay and τO3 are the Rayleigh scattering and ozone absorption optical depths, respectively. 

Thus, if we are provided with the TOA calibrated radiance measurements, we can merely make 

an algebraic rearrangement to derive a first-order estimation of the surface bi-directional 

reflectance. It would be: 

ρ
ρ ρ

=
−∗

a
r

gOT T
3  

2.9  GLI Atmospheric Correction -- Summary of Operational Version of  LTSK1 for 
October 1998 GAIT Algorithm Delivery  

• Adaptations of LTSK1 for SeaWiFS simulations and for GLI specific use: 

Work toward that end has been appropriately aimed at simulations using SeaWiFS, 

whose central wavelengths and spectral bandwidths for its 8 visible and near-IR channels match 

fairly closely GLI channels 3,4,6, 7,9,13,17, and 19. Information from the SeaWiFS GAC HDF 

data sets needed by both the atmospheric correction and MVC codes were ingested into the 

processing programs. A fortran routine named "Process.f", which calls a C routine, was designed 

for reading and writing a 14 parameter per-pixel binary data structure consisting of the 8 

SeaWiFS TOA radiances, 3 angles used directly by the radiative transfer code to calculate the 

intensity of the scattered light, pixel latitude and longitude, and the day of the year information. 

To begin our analyses on GLI synthetic data (GSD), we augment the dimensions of that input 

buffer array to 15 in order to accommodate a ninth GLI spectral channel. 

 The next step has been to adapt a subroutine, which consists of a modified version of 

LTSK1.F, to work in conjunction with the program "Process.f" . That main routine calls the 

modified LTSK1 in order to perform atmospheric correction via interpolation on pre-stored look-

up tables of the atmosphere per se reflectances for each of the 8 wavelengths commensurate with 

the SeaWiFS spectral channels. For the GLI-specific operational atmospheric correction 

algorithm we have prepared 18 distinct lookup tables (LUTs) for the pertinent central 

wavelengths of the GLI visible and near IR channels 1,5,8,9,13,15,17,19,24,26,28 and 29 to be 

used by the Land Group. All of these channels are at 1km resolution).  So, for executing the 

operational processing  program  , we use the 12 GLI-specific wavelengths and LUTs’. 
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 As a preliminary offering of our test results, we prepared for display purposes an 

uncorrected SeaWiFS Level 1-A  Red-Green-Blue (RGB) image for a large subsection lying 

over the southwest United States (figure 6a). We have  also made an  ENVI -generated image of 

that entire region after atmospheric correction (figure 6b).  In these displays,  Red corresponds to 

SeaWiFS spectral band 8, Green to band 6, and Blue to band 2.  For this single-day test data (day 

302), we  make use of that day's gridded average global (1 by 1.25 degree) TOMS ozone path 

lengths. For purposes of making the adjustments for the effects of Rayleigh, polarized multiple 

scattering as a function of pixel elevations, a full global coverage  ETOPO5 elevation grid was 

laid down. Note that as of June 2001, the whole atmospheric correction code has been converted 

to ANSI C with HDF file input/Output for better performance. 
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Figure 6a.  SeaWiFS raw Level 1-A radiance-count RGB image (with bands 8,6,and 2) for local 

area coverage (LAC) 1-km data taken from October 28, 1997 over the southwestern United 

States and  Mexico. 
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Figure 6b.  Rayleigh plus ozone atmospherically corrected RGB reflectances of the October 28, 

1997 SeaWiFS LAC scene. 

 

• Justification of our adopted computational approaches  

Although many might argue with the need for incorporating such rigorous, often very 

computationally burdensome, procedures for determination of the atmospherically scattered 

sunlight, it is quite possible nonetheless that the inclusion of a vectorized treatment (i.e., with 

polarization taken into account) could yield dividends. In the rapidly advancing era we are in, 

where the capacity and speed of even desktop computers permit the calculation of the complete 

phase matrices used to determine both the intensity and state of polarization of multiply-scattered 
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light, it is advantageous to embody as close to complete a treatment of the radiative transfer 

problem as possible. For that matter, already a decade ago, workers like Gordon et al. (1988) saw 

such a reason to compute the full-up Stokes parameters. They were applying their own 

atmospheric correction schemes to the analysis of spectral data coming from the Nimbus-7 

Coastal Zone Color Scanner (CZCS), which was the precursor to what we are now adopting in 

our l998 simulations, namely, the Sea-Viewing Wide-Field Sensor (SeaWiFS). 

• Assessment of Expected Accuracy and Intrinsic Uncertainties in our Adopted 
Radiative Transfer Code  

A) Verification of our Algorithms 

 In the GLI Interim Final Report (Dec. 1997), we showed several examples of how closely 

our Gauss-Seidel vectorial computations match the results produced from other comparable 

codes. It is often very difficult to find enough detailed summaries of calculations performed in 

the past for which the previous workers provide clear-cut specification of their input quantities. 

Whenever we have been able to make some unambiguous one-to-one correspondences of input 

parameters (e.g. against the work for cloud droplets by Hansen (1971) and for the Rayleigh 

polarized atmosphere against the Monte Carlo calculations of Marchuk (1980), we have found 

that our techniques yield results that are consistently between 1 and 2 percent of their simulations 

in the longer wavelength regions of the visible spectrum, i.e., for yellow through red light.  When 

we go to shorter wavelengths, i.e., for blue light, our simple numerical integration of the 

azimuthal angular component of the multiply scattered light results in a non-conservation of 

radiative flux, thereby causing deviations in our modeling of several percent compared with 

more traditional approaches which use spherical harmonic functional expansions to get the 

azimuthal contribution to the multiply scattered light.  In addition, our present version of the 

operational code has a bi-linear interpolation scheme which might be causing an underestimation 

of the corrected surface reflectances in the blue channels of several percent, compared with a 

what a bi-cubic  type of interpolation is expected to give. 

To demonstrate the fundamentally sound behavior of our atmospheric correction 

techniques, we can show a plot of the spectral signatures for individual pixels not contaminated 

by cloudiness in a test run  using 4 km SeaWiFS GAC data over Thailand.  For instance, 
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isolating on pixel number 214 along the first scan-line of our chosen scene, we plot  (figure 7) 

the pre and post-corrected spectral surface reflectances across the wavelengths spanned in the 

SeaWiFS solar channels. The before and after trends do indeed meet expectations. The code 

appears to be doing a fairly good job in correcting at the blue end of the spectrum the sizeable 

effects of Rayleigh multiple scattering., thereby leaving only minimal vestiges (only about 0.01) 

for the surface reflectance at about 450 nm.   The particular pixel selected for this illustration is 

located at 21.106 N. latitude and 104.124  E. longitude, about 2 degrees west of Hanoi, Vietnam.  

We see the low values of the reflectances well into the red portion of the spectrum, with the 

significantly elevated values as we reach the near-IR, so characteristic of healthy green 

vegetation. 

One other kind of presentation which is instructive in highlighting how well our methods 

are in place, is to show the post-atmosphere corrected spectral signatures for a few 

uncontaminated pixels across a fairly representative and diverse span of an IDL-derived TV 

image over southeast Asia with the SeaWiFS GAC data.  Along the lines of what has been 

reported recently, e.g., by Huete et al. (1997), we present in figure dxk4oct spectral signature 

curves targeting 4 distinct land cover types. Our results replicate the overall characteristic slopes 

and spectral reflectance magnitudes derived in the Huete et al. (1997) work. 
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Figure 7.  Depiction of typical per pixel spectral reflectances from the SeaWiFS  1997 day 259 4-km GAC analysis over southeast Asia. The plot 

gives the observed TOA reflectances (dotted) and the Gauss-Seidel interpolated Rayleigh plus ozone corrected surface reflectances (dashed). 

  Figure 8.  Corrected  reflectances for individual pixels in the SeaWiFS day 259  GAC analysis. The locations are : 

(1) 22.648 N., 90.854 E. (dotted), (2) 22.543, 92.423 (dashed), (3) 21.98.196 (dot-dash), and  (4) 19.574, 100.079  

(triple dot-dash). These target pixels represent areas lying (1) near Bharpara, India, (2) in southern Bangladesh, (3) 

southeast of Mandalay, Burma, and (4) in north-central Thailand.  
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B) Toward Validation of SeaWiFS-Derived Top-of-Atmosphere (TOA) Radiances 

 The next step for us to demonstrate the soundness of both our science and operational 

processing codes, will be the reconciliation of actual satellite TOA radiances with those inferred 

from actual field measurements aimed at establishing "ground truth". The TBRS group has 

substantial experience in conducting a variety of field validation studies across numerous terrains 

in the United States and elsewhere. The difficulties are probably just as great in trying to achieve 

a true validation of observed satellite measurements as they are in trying to intercompare 

different radiative transfer codes (as described in the previous section). At this stage in our 

progress, we must rely on some prior extensive work in the area of vicarious calibration (cf. e.g., 

Thome, et al. 1993). 

C) GLI Atmospheric Correction performed on MODIS data 

To assess the performance of the LTSK1 code compared with the current MODIS atmospheric 

correction algorithm, a test was performed with 1km MODIS data over Japan. A granule (2030 x 

1354) of MODIS L1B level data was acquired as radiances (DOY272, Year 2000).  The GLI 

atmospheric correction code was ran for a single day using three bands (Red, Nir and Blue). 

figure 9 and figure 10 show respectively a false color composite of a MODIS L1B 

atmospherically corrected image using LTSK1 and the corresponding image atmospherically 

corrected by the MODIS algorithm. Since the MODIS and the GLI bandpasses are not the same 

we don’t expect very reliable results. In the future, we plan on performing more rigorous 

comparisons between the GLI algorithm and the MODIS atmospheric correction code which was 

proved to be robust and reliable.  

D) Practical Considerations 
In this section we shall explore some of the proposed algorithms aspects with respect to 
implementation, programming and data exchange.   

(1) Programming, Procedural, Running Considerations 

      Development of An Operational Processing System for GLI 

1.1  Creation of Prototype Algorithms for Performing Atmosphere Correction  

The first steps in creating a mechanism for doing atmosphere correction on the GLI-

specific GAC and ANC input data involve (1) exercising the full RT code for likely solar and 
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view geometries, global ozone amounts, and global land elevations, and then (2) storing the 

results from step (1) in sets of look-up tables for use in an interpolation routine designed to be a 

prototype module for a pixel-by-pixel calculation of expected atmosphere reflectances. The 

philosophy behind the construction of the “look-up table” approach is somewhat reminiscent of 

that done by Fraser et al.  (1992). In that work, interpolation was performed over various 

wavelengths and aerosol optical depths. In addition their program was designed (as our present 
code is too) for accommodation of a range of µ0, µv , ∆φ , z, and u03 values as well. The work we 

are undertaking during this first phase in the GLI project is restricted to an ozone plus Rayleigh 

correction only. As of November, 1997 our prototyping efforts along these lines have progressed 
to a point where we can demonstrate its speed and efficacy in computation of ρa values for 

arbitrarily supplied individual values of sun angle and view angles on spatial scales as fine as 

roughly 1 square kilometer using available GTOPO30 digital elevation information. 

 

 

 

 

 



GLI Algorithm Description 3.3.2-23 

 

 

 

 

Figure 10: Modis Equivalent 
Surface Reflectance product 
MOD09 for the same day  
 

Figure 9: False color composite 
GLI atmospheric correction 
algorithm performed on Modis L1B 
data 
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1.2  Research Progress Through The First Period: GLI Atmosphere Correction 

        Elements of Proposed Procedures 

STEP 1 
Generation Of Wavelength-Distinct Look-Up Tables For Use In GLI Global Scale Ozone 
Plus Rayleigh Atmospheric Correction 
Execution of polarized multiple scattering code (DXK G-S) for the following “bracketing” input 
quantities: 

• solar zenith cosines  µ0 : -0.25,-0.30,-0.40,-0.50,0.60,-0.70,-0.80,-0.90,-0.998 
• ozone optical paths uO3 (cm-atm): 0.280, 0.300, 0.3125, 0.325, 0.337, 0.340, 0.350, 0.360, 

0.375, 0.390  

• surface elevations z (meters) -600.0,0.0,600.0,1200.0, 1800.0,2400.0,3000.0, 
3600.0,4200.0,4800.0,5400.0,6000.0,6600.0,7200.0, 7800.0, 8400.0,9000.0  

• Storage of atmosphere reflectance(ρa ) output grids; each grid consists of ρa values at 6 ρv 
and 12 ( φ0-φv ) points. The “lookup-table” is a sequential set of grids. The total number 
of grids stored in the output file (per wavelength) is the product of the dimensions of the 
input arrays. 

STEP 2 

I-O Flow In Ongoing Development Of GLI Operational Processing System  

Results from STEP 1 are now fed selectively to another program which is designed to perform 
the required interpolation of the ρa values on a pixel-by-pixel basis using a global area coverage 
(GAC) and ancillary (ANC) input data flow shown in figure 11. Prototype tests using this 
processing scheme have already been performed with a limited subset of actual ANC data. 
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Unpack GAC; for target pixel(s) extract (1) day of year, (2) lat., 
(3) Lon.,(4) µ0 , (5)µv (6) (φo-φv), and (7) GLI spectral channel 

information

Lay down the corresponding TOVS O3 and GTOPO30 files onto 
the desired scene

Find uO3 and zpixel within chosen "cell" or scene

Feed µo,µv, (φo,-φv), λGLI, uO3, and zpixels into STEP2 code to 
generate ρa per pixel in the cell

Figure 11:  Basic Flow chart of requisite input data to permit computation of the ozone plus 
Rayleigh atmospheric reflectances. 

1.3  Ancillary Data Acquisition and Data Formats 

The most challenging aspect of implementing an accurate, efficient atmospheric 
correction plan for use in generating global scale products will center on how best to acquire, 
store, convert, and structure the “input-output” (I/O) data streams at various intermediate stages 
in the project. With the advent of our TBRS SCF there should be encouraging progress soon on 
that front. Already, because of the rapid pace at which various U.S. Federal organizations are 
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making their datasets available through the Internet, a great deal of manageably-sized files can 
be used directly in our ongoing prototyping efforts. For example, through a NASA GSFC web 
site Nimbus-7 TOMS ozone data is available for the entire globe as 1o daily or monthly gridded 
averages These data can be secured via ftp in IEEE binary file format. In addition, through 
NOAA’s National Geophysical Data Center, global DEM terrain data are available also by ftp 
for user-specified geographic regions (cf. http://www.ngdc.noaa/mgg/global/global.html). 
Furthermore, much of this kind of data (i.e., ETOPO5 cells) is produced for instant downloading 
in ASCII format. 

1.4  Prototype Atmosphere Correction: Analysis Example 

As a quick trial of our rudimentary code, we turn to the 2 web sites cited above for some 
sample test TOMS O3 and ETOPO5 elevation data. We arbitrarily select a sample of monthly 
mean ozone data from Nimbus-7 TOMS measurements in April, 1993. We acquired 2 adjacent 1 
by 1 degree ETOPO5 cells which give surface elevations (in meters) for a region in southern 
Arizona stretching from latitude +33.0, longitude -112.0 on the northwest, to latitude +32.0, 
longitude -111.0 on the southeast. Then the RT interpolation program was executed for λ = 825 
nm (GLI channel 23), µ0 =0.95, µv =0.75, and ∆φ=390.0o.  An adjustable spatial resolution 
parameter can be fed into the included ETOPO5 cell data, allowing a bi-cubic interpolation over 
ground heights to a scale as fine as about 50 arc secs. Any desired resolution better than this 
would probably begin losing accuracy. Soon to be released higher resolution DEM Global data 
sets should permit the ≈ 10 arc sec (≈ 0.25 km by 0.25 km on the ground) resolution we are 
ultimately trying to achieve.  In figure 12 we show an IDL-produced TV image of this particular 
simulation (for 100 arc sec individual pixel scale) of the intrinsic atmosphere reflectance for the 
chosen scene. The range of reflectance across the image corresponds to ∆ρa = 0.012 - 0.014. 

In order to improve the accuracy of the atmospheric correction code, some changes have been 

made for the ancillary data. The Ozone data is now obtained from the Tiros Operational Vertical 

Sounder system (TOVS), flown on the NOAA Operational Polar Orbiting Satellite series while 

the elevation data is obtained from the Global 30 Arc Second Elevation Data Set (GTOPO30) 

available at the USGS web site. figure 12 shows an example of such data set. Since the  GLI 

Projection Grid and GTOPO30 are both static, the ingestion of the GTOP30 dataset requires 

generating GTOPO30 tiles to match the GLI tiles on a pixel basis. Such operation results in the 

generation of 56 tiles. figure 13 shows an example of GTOPO30 GLI Tile for the South Pole. 
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Figure 12: GOPO30 dataset 

 

Figure 13: Example of GTOPO30 GLI Tile for the South Pole 
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Figure 14. DXK G-S model simulation of atmosphere 
reflectance(corrected for Rayleigh scattering and ozone 
absorption only) in south-central Arizona. The geographic test 
grid extends from lat.= +33.0, lon.= -112.0 to lat=+32.0, lon.= -
111.0. The test was arbitrarily run using Nimbus-7 TOMS 
monthly averaged ozone amounts for April, 1993. The ETOPO5 
dataset was downloaded directly in ASCII format from the web-
site listed in the text. The range of reflectance in the frame is 
0.010 to 0.014. 
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(2) Calibration and Validation 

(3) Quality Control and Diagnostic Information: 

The algorithm will include a portion dealing with Quality Assurance (QA) issues. The 

goal of the QA is to guarantee a better data quality and consistency both spatially and temporally. 

Inconsistent products may depict spatial and temporal variations in their values unrelated to 

Earth’s surface states and processes.  In order to prevent such data consistency problems and 

poor data quality of that kind, it is necessary to develop such an algorithm. The GLI atmospheric 

correction will have a built-in QA/QC routine to warrant the data quality.  figure 15 shows an 

example of such a QA/QC product. 
 

 

 

 

 

 

Figure 15: Example of QA/QC map for GLI 

(4)  Exception Handling 

 Exception handling is the technique adopted to account for unforeseen situations. Missing 

data, missing ancillary data, sensor behavior, floating point error during computation, data out of 

Fill value (no land or failure) 
Solar zenith angle > 65 
50% of Daily data is missing 
View zenith < 45 
Highest quality 
High solar and view angle
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range and so on. In a generic approach, any time the algorithm does not perform as designed, the 

data will generate an exception handler. However, during the run the algorithm will use a generic 

success flag to track the execution of the different parts. Anytime an exception handler is 

generated the pixel value will not be updated (VI's case) and most probably a pre-determined 

value (-300, -2000) will be appended instead. When the atmospheric correction algorithm fails a 

scheme was designed that consists of using a set of fill values generated before the compositing 

takes place.    

(5)  Constraints, Limitations, Assumptions 

As proposed in phase one, the atmospheric correction will only be concerned with Rayleigh and 

Ozone. Two major shortcomings are noted here:  

1) No account for BRDF and  

2) Not account for water vapor (an empirical approach will be implemented).  

For the time being we advise that aerosol correction should be applied at a later stage and on a 

per demand basis. The BRDF product, by which data will be normalized to "nadir" view angles 

could be adopted if research, and funding permits.  

(6)  Suggestions and Recommendations 

 We will be looking into the feasibility, should the need arise, of extending the radiative 

transfer methods described in this ATBD in order to potentially accommodate calculations of 

aerosol scattering (based plausibly upon current climatological models of tropospheric and 

stratospheric haze geographic and altitudinal distributions) and water vapor absorption in the 

visible and near-IR.  Incorporation of the latter effect into our present code would follow the 

lines we have discussed regarding our treatment of ozone discussed elsewhere in this report.  A 

full-fledged treatment  on a global scale of the extinction of  sunlight by small airborne particles 

is of course tremendously more difficult to achieve. It's important to realize at this stage, that 

correction for aerosol is being applied by the ocean group, and we are identifying means of 

coordinating our work. The data flow-diagram proposed by GAIT and limitations in resources  

will make some of these tasks hard to apply. Overall, we are confident in the current status of our 

research, and hope to extend the GLI contribution to the remote sensing community by devising 

better and sounder techniques for data production. 
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E.  APPENDIX 1 

Summary of the ESFT Technique: Application to CH4 Absorption in Saturn for the 
λ = 1.7 - 2.6 µm  Spectral Region  

The “exponential-sum-fitting of transmittances” (ESFT) technique has been in general 

use for some time as a numerical means for evaluating absorption coefficients for a variety of 

molecular species. The ESFT method is especially attractive for use in the determination of 

effective absorption coefficients for gases in planetary atmospheres where the multiple scattering 

of light by haze and cloud aerosols is important. A host of “band-model” formulations for 

calculating the transmittance of sunlight through layers of “clean” gas abound. Such 

parameterization of line strength and line spacing for complex absorption bands like those 

exhibited by CH4 and H2O is quite satisfactory for traditional RLM studies of planetary 

atmospheres.  But as soon as small particles are envisaged to be mixed-in with the gaseous 

constituents, band-model representations of spectral line optical depths are rendered intractable 

for use in scattering models. 

The underlying rationale for adopting the ESFT approach is as follows: because there is 

no correlation whatsoever between the magnitude of the absorption coefficient and the frequency 

of the radiation, a transformation can be made from k(ν) to k(u), i.e., the absorption coefficient 

as a function of frequency can be recast as an “effective” absorption coefficient, keff , which is a 

function of the optical path u. The transmittance is: 

T u k u dv( ) ( ) exp( )= −− ∫∆υ υ1

 

The ESFT methodology is not too dissimilar from an approach known as the “k-

distribution”. As Goody and Yung (1989) point out, it is sufficient to know what fraction f(k)dk 

of the frequency domain ν can be represented by absorption coefficients between k and k + dk. 

No importance is attached to the location in frequency space of a given value of k. An expression 

entirely is: 

T u f k ku dk( ) ( )exp( )= −∫  
where f(k)dk is the k-distribution function. It is readily recognizable that f(k) is the inverse 

Laplace transform of T(u). 



GLI Algorithm Description 3.3.2-39 

The ESFT approach circumvents the necessity of evaluating the in-verse Laplace 

transform. ESFT is inherently a numerical analysis problem, and as such it is intrinsically ill-

conditioned. The specific set of algorithms we used to determine the effective CH4 k’s, 

originated with Asano and Uchiyama (1987). They have extended the traditional ESFT technique 

to incorporate an iterative non-linear least squares fitting of an ordered set of the effective k’s. 

The work of Asano and Uchiyama represents an improvement in a real, practical sense over 

many previous implementations of the ESFT technique. Their approach relies on the pre-

selection of a set of weights, wi , such that  

T u w k ui i( ) exp( )≅ −∑  

These weights can be quite accurately determined once a preferred quadrature scheme is 

adopted. The heart of the Asano and Uchiyama ESFT procedure is the successive correction of 

the ki ‘s for the set of fixed wi ‘s.  The virtue of this extended ESFT technique is its ability to find 

a best-fitting set of ki ‘s for a wide range of absorber amounts, u, which might not necessarily be 

equally spaced. 

Kerola (1989, private contributions) developed the FORTRAN code. It was implemented 

in conjunction with Tomasko for modeling CH4 absorptions in Titan’s near-IR and visible 

spectrum. The program was structured in a fashion to permit direct assessment of the standard 

deviation of the transmittances computed via ESFT versus those obtained from wide-band 

laboratory measurements of transmittances made at NASA Ames Research Center. The Ames 

laboratory data was generated by Giver (1990). Best-fit values for a monochromatic absorption 

coefficient, kν , and a pressure coefficient, yν , were obtained by Giver from comparison of his 

experimental data to that given in the Malkmus random-band model. The transmittance in the 

Malkmus model is: 

T y p
k u
y pM v

v

v

= − +








 −























exp

/

2 1 1
1 2

π
π

 
The pressure parameter, yν, is the ratio of the line width at 1 atmosphere to the mean line spacing. 

It has units of atm -1.  The atmospheric pressure is p (in atm). The Ames measurements were 

made at 3 temperatures: T= 112 K, 188 K, and 295 K. The full Ames dataset extends from about 

3770 cm -1 to close to 9000 cm -1 . The spectral transmittances are recorded at every 10 cm -1 . In 
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our Saturn modeling (Kerola, 1994), we performed the exponential-sum fitting on spectral 

intervals 50 cm -1 wide, spanning the region 3785 - 5995 cm-1 Our efforts included only the low 

and mid-temperature Ames datasets. We used a linear extrapolation of the ki ‘s over temperature. 

For most of the CH4 bands, the effective levels probed in Saturn’s troposphere are slightly colder 

than about 100 K. 

As a matter of computational ease and accuracy, the ESFT code was designed to use 8-

point Gaussian quadrature for the determination of the weights. The most important final output 

of the program is a set of 8 best-fit ESFT k’s. These “equivalent” absorption coefficients are 

arranged so that they are in ascending order (i.e, k1 < k2 < k3 , etc). 8 ki values are generated for 

each spectral interval (∆ν = 50 cm -1 ), and for each atmospheric pressure p.  For each spectral 

interval, TM (ui) is computed using equal spacing in the logarithm of absorber amount. The initial 

guess for the absorption coefficient is given by: 

k
T

ui
i

i

( ) ln0 =
 

60 values of ui were calculated. Two conditions of convergence involve either iterating at most 

100 times or ending the iterations when the relative RMS. error is less than 0.2 percent. 

Convergence is often quite rapid, taking typically less than a couple dozen iterations for most 

spectral bands, and for most pressures. 

 
 
 


